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Abstract24
25

The increasing complexity of ecosystem models represents a major difficulty in 26

calibrating model parameters and analyzing simulated results. To address this problem, 27

this study develops a hierarchical scheme that simplifies the Biome-BGC model into 28

three functionally cascaded tiers and analyzes them sequentially. The first-tier model 29

focuses on leaf-level ecophysiological processes; it simulates evapotranspiration and 30

photosynthesis with prescribed leaf area index (LAI). The restriction on LAI is then lifted 31

in the following two model tiers, which analyze how carbon and nitrogen is cycled at the 32

whole-plant level (the second tier) and in all litter/soil pools (the third tier) to 33

dynamically support the prescribed canopy. In particular, this study analyzes the steady 34

state of these two model tiers by a set of equilibrium equations that are derived from 35

Biome-BGC algorithms and are based on the principle of mass balance. Instead of 36

spinning-up the model for thousands of climate years, these equations are able to estimate 37

carbon/nitrogen stocks and fluxes of the target (steady-state) ecosystem directly from the 38

results obtained by the first-tier model. The model hierarchy is examined with model 39

experiments at four Ameri-Flux sites. The results indicate that the proposed scheme can 40

effectively calibrate Biome-BGC to simulate observed fluxes of evapotranspiration and 41

photosynthesis; and the carbon/nitrogen stocks estimated by the equilibrium analysis 42

approach are highly consistent with the results of model simulations. Therefore, the 43

scheme developed in this study may serve as a practical guide to calibrate/analyze44

Biome-BGC; it also provides an efficient way to solve the problem of model spin-up,45

especially for applications over large regions. The same methodology may help analyze 46

other similar ecosystem models as well.47
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1. Introduction48

The fact that humankind is changing the Earth’s climate by polluting the atmosphere with 49

greenhouse gases has generated an imperative for the understanding of, and the ability to 50

simulate, the role terrestrial ecosystems play in the global carbon cycle (IPCC 2007). In51

response to this call, a variety of biogeochemical ecosystem models have been developed 52

since the 1980s, including CASA (Potter et al. 1993), CENTURY (Parton et al. 1993), 53

TEM (Raich et al. 1991; McGuire et al. 1992), BGC (Running and Coughlan 1988; 54

Running and Hunt 1991), and many others. These models are driven by surface climate 55

variables, and employ algorithms to simulate important ecosystem processes such as the 56

exchange of water between the surface and the atmosphere through evaporation and 57

transpiration, the assimilation and release of carbon through photosynthesis and 58

respiration, and the decomposition of organic matter and the transformation of nitrogen in 59

soil. As such, they provide an important means to simulate regional and global 60

carbon/water cycles, and to assess the impacts of climate variability and its long-term 61

change on these cycles (e.g, Randerson et al. 1997, Cramer et al. 1999, Schimel et al. 62

2000, Nemani et al. 2003).63

Early versions of biogeochemical models usually have simple structures; as models 64

evolve to create more realistic simulations, their later versions become increasingly 65

sophisticated. For example, in Forest-BGC, the first member of the BGC family, leaf area 66

index (LAI) of the vegetation canopy is prescribed, and carbon allocation is solely 67

controlled by external parameters (Running and Coughlan 1988). In the latest BGC 68

model (Biome-BGC, version 4.2), in contrast, LAI is dynamically simulated and updated 69

at daily scales with an integrated consideration of both carbon and nitrogen fluxes 70
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(Thornton et al. 2002). The current Biome-BGC also treats litter and soil processes in 71

much detail, simulating the transformation of carbon and nitrogen between four different 72

litter pools and four different soil pools (Thornton and Rosenbloom 2005; Thornton 73

1998). (The latest Biome-BGC model and its documentation are available online at 74

http://www.ntsg.umt.edu.)75

An indicator of a model’s complexity may be the number of parameters that are 76

used in the model to characterize various ecosystem processes or to represent different 77

environmental properties. Currently, the core algorithm of Biome-BGC requires 67 78

parameters to be specified, of which 23 parameters are assumed constant model-wide, 34 79

parameters are specific to the plant functional type (PFT), and 10 parameters are specific 80

to the study site. Determining appropriate values for these parameters requires great 81

diligence: White et al. (2000) represents 40 pages of referenced source data to calculate a82

default set of ecophysiological parameters for Biome-BGC (which are supplied with the 83

distribution of the BGC model). Still, these default parameters are intended for general 84

guidance only: for a model as complex as Biome-BGC, small uncertainties in the 85

parameters may propagate to generate a wide range of variability in the subsequent 86

simulations. For particular applications, therefore, model parameters should be calibrated 87

against site-specific measurements to ensure the quality of the experiment results.88

Because ecosystem processes tend to be nonlinear, numerical inversion algorithms 89

are usually adopted for parameter calibrations. In general, these algorithms define a cost 90

function that measures the mismatch between model simulations and the corresponding 91

observations, and search for a set of “optimal” parameter values that minimize the cost 92

function. The search process usually starts with examining how the cost function 93

http://www.ntsg.umt.edu/
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responds to small changes in the parameters of interest; it then uses this information to 94

determines new parameter values that decrease the cost function. This procedure is 95

repeated until the minimum of the cost function is reached. Applications and reviews of 96

typical inversion algorithms used in ecosystem model calibration can be found, for 97

instance, in Wang et al. (2001, 2006), Knorr and Kattge (2005), Williams et al. (2005), 98

and Raupach et al. (2005).99

There are a few difficulties, or limitations, associated with the inversion of 100

complicated models. First, because the search for an optimal solution is an iterative 101

process, the inversion procedure may consume lots of processing power when the model 102

is complicated and there are many parameters to calibrate (Wang et al. 2001, Raupach et 103

al. 2005). Second, deciding the subset of parameters for calibration itself can be a 104

difficult process. With the computation costs considered, generally we would like to 105

calibrate parameters that are important and mutually independent (Harmon and Challenor 106

1997). However, parameters (and the processes they characterize) in complex models107

preclude easy determination of the relative importance and independence of their 108

component parts. Finally and most importantly, numerical inversion algorithms treat the 109

ecosystem model as a “black-box” process, in which only the tested relationships 110

between inputs (i.e., changes in parameters) and outputs (i.e., usually a few selected 111

variables for which observations are available) are used. Thus the retrieval of optimal 112

parameter values does not necessarily help with insight into the physical processes 113

represented by the model. There are occasions in which we may be more interested in 114

understanding why and how (rather than knowing what) certain values of parameters 115
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render the most realistic simulations. Numerical algorithms alone cannot fully address 116

these questions.117

Altogether, as today’s ecosystem models strive to create more realistic simulations, 118

their increasing complexity induces a major difficulty in calibrating parameters and 119

analyzing results, which in turn limits the application of the models themselves. To 120

address this problem, on one hand, simplifications are necessary; on the other hand, the 121

simulation capacity of the models should not be impaired. This creates a dilemma that is 122

faced by anyone seeking to use modern ecosystem models. 123

Held (2005) discussed a similar dilemma for climate modeling. As suggested by 124

Held (2005), a general solution to problems of this kind relies on the construction of 125

model hierarchies. For instance, suppose there is a set of models that are coherently 126

related to, but less complex than, the model we are working on. By comparing the 127

behavior of the original complex model to that of simpler ones, we can gain 128

understanding of “how the dynamics change as key sources of complexity are added or 129

subtracted” (Held 2005). Also, parameters can be first calibrated on simpler models, and 130

then applied to more complicated systems.131

The set of coherently related models (including the original one) that have different 132

levels of complexity forms a “model hierarchy” (Held 2005). For most ecosystem models, 133

such a model hierarchy is not be readily available, but may be constructed by sequentially 134

removing certain functional components from the original model. Motivated by this 135

approach, in this study we develop a model hierarchy for Biome-BGC and demonstrate 136

its application in model analysis and parameter calibration at four AmeriFlux sites.137
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The rest of the paper is structured as follows. Section 2 represents the derivation 138

and formulation of the model hierarchy. The hierarchical scheme is then applied to 139

analyze and calibrate Biome-BGC at four AmeriFlux sites: Section 3 describes the four 140

AmeriFlux sites and the data compilation, and Section 4 discusses the results of the 141

model demonstration. Finally, Section 5 represents the concluding remarks.142

143

2. Methodology144

145

2.1 Derivation of the model hierarchy146

With a focus on the carbon cycle, we identify three key functional tiers in Biome-BGC: 1) 147

photosynthesis and evapotranspiration at the leaf level; 2) carbon (and nitrogen) 148

allocation and respiration at the whole-plant level; and 3) carbon/nitrogen cycles in 149

litter/soil pools (Figure 1). To facilitate the discussion, Table 1 lists abbreviations and 150

symbols that are frequently used in the following sections.151

Photosynthesis (PSN) and evapotranspiration (ET) are two closely related processes 152

that occur at the leaf level (Fig. 1a). PSN represents the start of the carbon cycle in 153

Biome-BGC, which assimilates atmospheric CO2 into the ecosystem (measured by gross 154

primary production, GPP); during the same process, water is transpired from the soil to 155

the atmosphere. In Biome-BGC, both processes are calculated on a basis of projected leaf 156

area – indeed, they can be fully calculated if the leaf area of the canopy (represented by 157

leaf area index or LAI) is known. In other words, if we prescribe LAI but remove the rest 158

of carbon/nitrogen cycles from the model, it should still be able to simulate GPP and ET. 159
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Therefore, such a simple land-surface scheme defines the first model in our hierarchy 160

(referred to as the “first-tier” model).161

GPP simulated by the first-tier model provides the primary carbon input for the 162

plant-level carbon cycle (Fig. 1b). In particular, GPP less maintenance respiration (MR) 163

represents carbon that is available for allocation, which potentially can be all allocated to 164

different vegetation tissues based on allometric relationships among them (prescribed as 165

model parameters). Accompanying the allocation of carbon, a certain amount of nitrogen 166

must also be allocated to vegetation tissues so that their C:N ratios (prescribed as model 167

parameters) are maintained. Therefore, the actual allocation is not only determined by 168

available carbon, but also regulated by the amount of available nitrogen (mainly N uptake 169

from the soil). Normally, the determination of N uptake involves complicated 170

calculations of soil/litter processes; however, if we are able to estimate N uptake based on 171

a priori knowledge, these soil/litter processes may be ignored. Therefore, by removing 172

soil/litter processes from the original Biome-BGC, the second model is defined in our 173

hierarchy (referenced as the “second-tier” model).  Compared with the first-tier model, 174

the second-tier model incorporates carbon/nitrogen cycles at the plant level, so that the 175

growth of vegetation (LAI, in particular) is now dynamically simulated instead of being 176

prescribed. 177

Finally we examine carbon/nitrogen cycles in litter and soil pools (Fig. 1c). Per 178

Biome-BGC algorithms, dead vegetation tissues (via turnover or whole-plant mortality) 179

are decomposed through a series of stages and at varying rates, which are represented by 180

multiple litter pools and multiple soil pools (although for simplicity, Fig. 1(c) shows only 181

one litter pool and one soil pool, respectively). In general, organic matter flow from fast-182
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decaying pools (e.g., litter) to slow-decaying pools (e.g., soil), during which a proportion 183

of carbon is released to the atmosphere through heterotrophic respiration (HR). The 184

cycling of nitrogen is a bit more complicated: depending on the C:N ratios of the organic 185

matter and its destined pool, the decomposition process may release surplus nitrogen 186

(mineralization) or may require extra nitrogen (immobilization). Note that the total soil 187

mineral nitrogen may be lower than that potentially demanded by immobilization and 188

vegetation N uptake: in this case, the actual immobilization and the actual uptake will be 189

prorated. Indeed, it is the central task of simulating all soil/litter processes to estimate the 190

balance among nitrogen mineralization, immobilization, and N uptake. Therefore, the last 191

model in our hierarchy (referred to as the “third-tier” model) is defined by incorporating 192

the above described litter/soil processes to the second-tier model. The third-tier model is 193

the original, complete version of Biome-BGC.194

195

2.2 Equilibrium analysis and model simplifications196

In most experiments, model state variables need to be first “spun up” into a steady state 197

with respect to the specified climate and ecophysiological conditions (Thornton and 198

Rosenbloom, 2005). Ideally, if we spin up the model using periodic meteorological data 199

that represent the climatology of the site, the resulting state variables will have the same 200

seasonal cycles, and there will be no interannual variability in them. This idealized 201

steady-state represents a “system equilibrium” of the model. Generally it can be 202

approximated by the climatologies (i.e., mean seasonal-cycles) of the model state 203

variables brought by spinup runs.204
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The analysis and calibration of models can be simplified under the assumed system 205

equilibrium. For instance, because the state variables are periodic at system equilibrium, 206

we need to only specify the mean LAI cycle in the first-tier model when calibrating it 207

against observed fluxes of ET and GPP. Furthermore, because there is no interannual 208

variability in the state variables, they can be regarded as constant at annual (or longer) 209

time scales. As such, the “slow” ecosystem processes (i.e., carbon allocation, soil 210

decomposition, etc.) in the second-tier and the third-tier models can be easily analyzed 211

with the principle of mass balance (see below).212

To illustrate, suppose we have calibrated the first-tier model such that it 213

appropriately simulates observed ET and GPP with prescribed LAI. Now consider how to 214

calibrate the second-tier model. Clearly, if we keep model components that are already 215

calibrated in the first-tier model unchanged, but calibrate the other components (that deal 216

with carbon allocation) in a way that they dynamically support a canopy with the same 217

LAI as previously prescribed, the whole second-tier model will be calibrated.218

We evaluate the above problem by applying the principle of mass balance: because 219

the LAI of the canopy does not change year to year, carbon annually allocated to leaf 220

must be the same as the annual leaf-carbon loss through decay (i.e., turnover or mortality). 221

The latter can be easily estimated because the leaf carbon stock is already known 222

(determined by LAI and SLA, specific leaf area), and the rates of turnover and mortality 223

are prescribed model parameters. The same approach can be extended to determine 224

carbon stocks and fluxes for other plant components, based on their allometric 225

relationships with leaves (all of which are model parameters). Subsequently, all major 226
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carbon (and nitrogen) fluxes in the second-tier model are derived (see the next section for 227

details). 228

The analysis and calibration of soil/litter processes in the third-tier model can be 229

simplified in the same way as above. Therefore, once the first-tier model is calibrated, the 230

calibration of the second-tier and the third-tier models can be conducted in an analytical 231

fashion, with no numerical inversion techniques involved. This not only simplifies model 232

calibration in terms of computation, but also provides insight into the underlying 233

ecosystem processes and their interactions. For the first-tier model, because its LAI is 234

fixed, its calibration is rather easy and straightforward (see below). 235

236

2.3 Formulation of the model hierarchy237

This section discusses in detail how to analyze and calibrate the proposed model 238

hierarchy of Biome-BGC. It identifies the parameters for calibration of ET and GPP in 239

the first-tier model and derives mass-balance equations to estimate carbon/nitrogen fluxes 240

in the second-tier and the third-tier models. Yet it is impossible to cover all components 241

of Biome-BGC in this paper. For more detailed discussions of Biome-BGC, we refer the 242

reader to Thornton (1998) and Thornton et al. (2002).243

244

2.3.1 First-tier model245

The first-tier model simulates ET and GPP with prescribed LAI. To calibrate the model, 246

we consider the water-cycle component first. 247

Biome-BGC simulates water fluxes evaporated from the soil surface and vegetation 248

canopy (i.e., intercepted precipitation), transpired by vegetation, and sublimated from the 249
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snowpack. Of these fluxes, sublimation of snow and evaporation of intercepted water 250

occur under certain conditions (i.e., in winter and on rainy days, respectively), which can 251

be relatively easily differentiated in observations. In addition, for well-vegetated sites, 252

evaporation from the soil surface is generally less important than transpiration from 253

canopy. Therefore, the main focus here is how to calibrate the transpiration of soil water 254

by vegetation. 255

Biome-BGC uses the Penman-Monteith equation to estimate transpiration rate (E, 256

per projected leaf area), which can also be represented as a diffusive process (Sellers et al. 257

1997):258

E  gv e*(Ts)  ea cp


, (1)259

where gv is the leaf-level conductance for water vapor, e*(Ts) is the saturation water vapor 260

pressure at leaf temperature Ts, ea is the water vapor pressure of the ambient air; and ρ, cp, 261

λ, and γ are constants that represent the density and specific heat of air, the latent heat of 262

evaporation, and the psychrometric constant.263

In Eq. (1), leaf water conductance (gv) is mainly regulated by stomatal conductance 264

(gs), which is modeled as a product of a maximum value (gs,max) and a series of 265

multiplicative regulators (valued between 0 and 1) that respond to incident radiation (R), 266

vapor pressure deficit (VPD), minimum temperature (Tmin), and soil water potential (Ψ), 267

that is,268

max,min )()()()( ss gmTmVPDmRmg  (2)269

where m represents the regulator functions. Approximate gv with gs by substituting Eq. (2) 270

into Eq. (1),  giving271
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In Eq. (3), ρ, cp, λ, and γ are physical constants; VPD and Tmin are climate variables that 273

are externally determined; and the incident radiation, R, and the vapor pressure difference, 274

e*(Ts) – ea, are also mainly determined by climate variables. Therefore, an effective way 275

to calibrate E is to adjust the maximum stomatal conductance, gs,max, and another 276

parameter that affects soil water potential (Ψ). For the latter, because variations of Ψ 277

strongly depend on soil water-holding capacity, we choose the effective depth of soil (deff, 278

also known as the rooting depth) as the second parameter to calibrate.279

Next, we consider the photosynthesis component. Biome-BGC estimates the carbon 280

assimilation rate (A, per projected leaf area) by constraining the Farquhar model 281

(Farquhar et al. 1980) with a CO2 diffusion equation, 282

                  )( iac CCgA  , (4)283

where Ca and Ci represent atmospheric and intracellular CO2 concentration, respectively; 284

gc is the leaf-level conductance for CO2, which is related to the conductance of water (gv) 285

by286

6.1vc gg  . (5)287

Therefore, photosynthesis is closely related to transpiration, and once gv is determined, gc288

is determined as well.289

In Biome-BGC, Eq. (4) is substituted into the Farquhar model to eliminate the 290

unknown variable Ci, so that the assimilation rate A can be solved. For brevity, the 291

Farquhar model is not presented here (but see Farquhar et al. 1980 for detailed 292

discussion). It is sufficient to indicate that A mainly depends on leaf temperature and leaf 293
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nitrogen, which influence the specific activity and the amount of the Rubisco enzyme, 294

respectively (Thornton et al. 2002). Because temperature is a climate variable, we 295

consider how to adjust leaf nitrogen, which is determined by specific leaf area (SLA), the 296

leaf C:N ratio (C:Nleaf), and the fraction of leaf nitrogen in the Rubisco enzyme (flnr). Of 297

these variables, flnr has the smallest effect on the rest of carbon/nitrogen cycle (see below), 298

and thus it is chosen as the third parameter to calibrate the rate of photosynthesis. 299

Altogether, for the first-tier model, we choose two parameters, gs,max and deff to 300

calibrate the water-cycle component, and choose another parameter, flnr, to calibrate the 301

photosynthesis component. After these calibrations, the model is expected to simulate 302

observed ET and GPP reasonably well.303

304

2.3.2 Second-tier model305

In the second-tier model, we focus on analyzing the plant-level carbon/nitrogen cycles at 306

system equilibrium. First, we consider the question of how much carbon is required to 307

support leaf growth so that maximum LAI does change year to year. (Here the measure of 308

maximum LAI is used because it applies to both deciduous and evergreen forests. For 309

evergreen forests, LAI simulated by Biome-BGC is assumed to be constant, and thus 310

annual maximum LAI is the same as annual mean LAI). Based on the principle of mass 311

balance, carbon allocated to leaves must be balanced by carbon lost via litterfall and 312

mortality, that is,313

    max,, 1 lgrallocl CfC   , (6)314

where Cl,alloc indicates newly allocated leaf carbon; Cl,max denotes leaf carbon 315

corresponding to maximum LAI; α and β represent the annual rates of litterfall and 316
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overall mortality (the total of βage and βfire shown in Table 1), respectively; and fgr317

indicates the fraction of carbon that is respired during the growth process, which is 318

assumed to be 0.3 in Biome-BGC. Note that Eq. (6) was derived for evergreen forests 319

based on the assumption that leaf carbon is always Cl,max. For deciduous forests, because 320

trees shed all their leaves every year, the annual total loss of leaf carbon is approximately 321

Cl,max, that is, the sum of α and β is 1.322

Eq. (6) indicates that Cl,alloc can be estimated based on Cl,max. At the same time, 323

according to the allometric allocation scheme assumed in Biome-BGC, carbon allocated 324

to other vegetation compartments is directly or indirectly proportional to Cl,alloc. For 325

woody species, these compartments include fine root, live/dead stem, and live/dead 326

coarse root, and the corresponding carbon fluxes are:327

, 1 ,fr alloc l allocC C  , (fine roots) (7a)328

, 2 3 ,lst alloc l allocC C    , (live stem) (7b)329

, 2 3 ,(1 )dst alloc l allocC C     , (dead stem) (7c)330

, 4 2 3 ,lcr alloc l allocC C      , (live coarse root) (7d)331

, 4 2 3 ,(1 )dcr alloc l allocC C       , (dead coarse root) (7e)332

where γ’s denote allometric parameters (Table 1). Together, the total amount of annually 333

allocated carbon is estimated as:334

, 1 2 2 4 ,(1 )act alloc l allocC C        . (8)335

and the annual growth respiration (GR) is:336

, ,0.23
1

gr
act alloc act alloc

gr

f
GR C C

f
   


, (9)337

where a constant value of 0.3 is assumed for the parameter fgr.338
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As in Eq. (6), we can write carbon balance equations for all the plant compartments 339

described above. Because the newly allocated carbon to these compartments is already 340

known (Eq. 7), these balance relationships can be inverted to estimate their carbon stocks 341

in term of Cl,max. For live tissues (i.e., fine roots, live stem/coarse root), because they go 342

through similar aging processes (e.g., litterfall or turnover) as leaves, the following 343

relationships can be formulated:344

,max 1 ,max
l

fr l
fr

C C
 


 


  


, (fine roots) (10a)345

2 3 ,max
l

lst l
lst

C C
   
 


   


, (live stem) (10b)346

4 2 3 ,max
l

lcr l
lcr

C C
    
 


    


, (live coarse root) (10c)347

where α’s represent the rate of litterfall/turnover of the corresponding tissues. For dead 348

woody tissues (i.e., dead stem/coarse root), they gain carbon from the turnover process of 349

their live counterparts, and they lose carbon only when the whole plant dies. The 350

equations to estimate their biomass are thus:351

2 3 2 3 ,max(1 )l l
dst lst l

lst

C C
   

    
  

  
          

,352

(dead stem) (10d)353

4 2 3 4 2 3 ,max(1 )l l
dcr lcr l

lcr

C C
   

      
  

  
            

,354

(dead coarse root) (10e)355
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In Biome-BGC, the default litterfall rate of fine roots (αfr) is the same as leaves (αl), and 356

the turnover rate of live stem (αlst) is the same as live coarse root (αlcr). It thus can be 357

derived from Eq. (10) that:358

max,1max, lfr CC   , (fine roots) (10a’)359

lstlcr CC  4 , (live coarse root) (10c’)360

dstdcr CC  4 . (dead coarse root) (10e’)361

Eq. (10) allows us to estimate carbon stocks for all vegetation compartments. Based 362

on corresponding C:N ratios prescribed in Biome-BGC, their nitrogen content is also 363

determined. On this basis, we can further calculate the annual maintenance respiration 364

(MR) for these components by (Thornton 1998):365

10/)20(
10218.0  TQNMR (11)366

where N and T indicate the nitrogen content and the temperature of the component, 367

respectively; the Q10 factor is assumed to be 2.0 for all components. 368

Based on the estimated annual GPP (from the first-tier model) and MR (Eq. 11), the 369

amount of carbon that is potentially available for allocation (Cpot, alloc) can be estimated as, 370

MRGPPC allocpot , (12)371

On the other hand, the actually allocated carbon, Cact, alloc, is given by Eq. (8). Per Biome-372

BGC algorithms, Cact, alloc is the same as Cpot, alloc only if vegetation growth is not 373

restrained by available nutrients (i.e., mineral nitrogen); otherwise the surplus carbon 374

(Cpot, alloc - Cact, alloc) is removed from the system1. The difference between Cpot, alloc and 375

Cact, alloc thus provides a measure by which to evaluate whether/how the simulated 376

                                                
1 In the original Biome-BGC, the surplus carbon is removed by reducing GPP by the corresponding amount; 
in this study, however, we revised the model to remove the surplus carbon by increasing the total amount of 
autotrophic respiration.
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vegetation growth is limited by nitrogen availability. This subject will be further 377

discussed in the next section.378

379

2.3.3 Third-tier model380

In the third-tier model, we extend the analysis discussed above to carbon/nitrogen cycles 381

in litter and soil pools. Because the decomposition of litter and soil organic matter is 382

generally limited by soil mineral nitrogen, we first discuss how to quantify nitrogen 383

availability.384

Per Biome-BGC algorithms, the two main demands for mineral nitrogen are plant 385

uptake and soil immobilization. When soil mineral nitrogen (Nsmin) cannot meet the total 386

demands from the two components, the actual allocations (i.e., Nact,uptk and N,act,immb) are 387

made proportionally to their potential demands (i.e., Npot,uptk and Npot,immb).  Therefore, 388

when Nsmin is limited, the following ratios are the same:389

,, min

, , , ,

act uptkact immb s
pi

pot immb pot uptk pot immb pot uptk

NN N
f

N N N N
  


, (13)390

where fpi stands for “the fraction of potential immobilization”, a state variable defined in 391

Biome-BGC. 392

Eq. (13) indicates that fpi can be estimated from nitrogen uptake by vegetation. 393

Indeed, Npot,uptk is directly estimated from Cpot, alloc (Eq. 12) based on the C:N ratios of 394

different vegetation compartments. Similarly, the actually allocated nitrogen (Nact,alloc) 395

can be estimated from Cact,alloc (Eq. 8). Finally, to estimate Nact,uptk from Nact,alloc we need 396

to deduct the portion of nitrogen (Ntrans) that is retranslocated within the plant. Based on 397

the carbon/nitrogen stocks in different vegetation compartments (estimated in the second-398
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tier model) and their decay rate, the calculation of Ntrans is straightforward and therefore 399

neglected here.400

Once fpi is known, we are ready to estimate carbon/nitrogen stocks in all four litter 401

pools (and a coarse woody debris pool) and the four soil pools defined in Biome-BGC. 402

To do this, we notice that these pools are linked in a manner that carbon and nitrogen 403

always flow from faster-decaying pools to slower decaying pools, with no loops formed 404

by these flows; in other words, the inflow of a pool is determined only by the outflow of 405

its upstream pools, but not (directly or indirectly) by its downstream pools (a detailed 406

diagram can be found in Thornton and Rosenbloom 2005). Because the most-upstream 407

pools (i.e., plant compartments) are all known, carbon/nitrogen stocks in these soil/litter 408

pools, as well as the fluxes among them, can be sequentially estimated.409

To illustrate, we consider the case of the labile litter pool, which is the first litter 410

pool in Biome-BGC. This pool contains the labile portion of the leaf and fine root litter, 411

and a part of newly allocated carbon/nitrogen that enters the pool when the whole plant 412

dies. Therefore, the total inflow to the labile litter pools is:413

1 ,max ,max ,( ) ( ) 0.5inflow
litr lab l age l fr age fr age act allocX p X X X                (14)414

where X denotes either “C” (carbon) or “N” (nitrogen) and plab is a model parameter that 415

represents the labile proportion of leaf and fine root litter. The constant factor (0.5) in the 416

last term of Eq. (14) represents the proportion of allocated carbon and nitrogen that is 417

stored for vegetation growth in the next growing season (Thornton 1998). Note that all418

variables in Eq. (14) are known.419

The outflow of the labile pool is induced by fire and by decomposition, that is,420

1 1 1( )outflow
litr fire pi corr litr litrX f m k X     (15)421
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where βfire indicates fire-induced mortality; klitr1 is the base decomposition rate of this 422

litter pool (specified by model parameters), while mcorr represents the regulation of 423

climate variations on the decomposition rate. The calculation of mcorr mainly involves 424

soil temperature and soil moisture, which are determined based on the results of the first-425

tier model. 426

At system equilibrium, the inflow of carbon and nitrogen in Eq. (14) must be 427

balanced by the outflow in Eq. (15). Therefore, the only unknown variable in Eq. (15), 428

Xlitr1, is determined. Subsequently, the components of the outflow [on the right-hand-side 429

of Eq. (15)] can be calculated, which then are used to estimate the heterotrophic 430

respiration (HR), fire emissions (of carbon and nitrogen), and the carbon/nitrogen inflow 431

for the next downstream pool (in this case, it is the fast microbial recycling pool in soil):432

In the example above, the mass balance relationship is used twice to estimate the 433

carbon and the nitrogen stocks of the labile litter pool separately. This is because in 434

Biome-BGC the C:N ratios of the litter pools are not fixed but dynamically simulated. 435

For the soil pools, on the other hand, their C:N ratios are prescribed by model parameters. 436

In this case, carbon fluxes and stocks should be estimated first, and then converted to 437

their nitrogen counterparts based on corresponding C:N ratios. Here, it should be noted 438

that the nitrogen inflow estimated based on the carbon inflow may not be the same as that 439

estimated from the outflows from the upstream pools (as in Eq. 14).When the latter is 440

higher than the former, extra nitrogen is diverted into a special soil nitrogen pool (i.e., 441

mineralization); in the opposite situation, nitrogen is taken from the soil nitrogen pool to 442

cover the deficit (i.e., immobilization).443
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Through processes of mineralization, immobilization, and uptake (by vegetation), 444

most nitrogen that enters into soil/litter pools is recycled within the ecosystem. On the 445

other hand, there are a few nitrogen fluxes that ultimately escape from the system. For 446

Biome-BGC, the most important nitrogen effluxes include fire emission (as suggested by 447

Eq. 15) and nitrogen volatilization, which occurs in the process of mineralization and is 448

proportional to the mineralized nitrogen. (Because soil mineral nitrogen is usually in 449

deficit, nitrogen leaching is generally less important than the two effluxes mentioned 450

above.)451

To keep the nitrogen balance of the whole ecosystem, the above nitrogen effluxes 452

must be compensated by influxes of nitrogen that enter the system. In Biome-BGC, these 453

nitrogen influxes include nitrogen deposition and fixation, both of which are specified by 454

model parameters. To close the nitrogen budget, therefore, a simple way is to adjust the 455

rates of nitrogen deposition and fixation so that they are the same as the total effluxes. 456

Alternatively, we can also adjust the size of the nitrogen/carbon pools (or their C:N ratios) 457

so that the resulted effluxes match with the influxes – this can be done following the 458

scheme outlined in the above sections, and thus is not elaborated.459

Finally, it should be noted that for the carbon cycle, all effluxes (respiration and fire 460

emissions) are derived from the primary carbon influx, GPP, following the principle of 461

mass balance. Therefore, the carbon balance of the whole ecosystem is automatically 462

ensured. 463

464

3. Datasets465
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We demonstrate the application of the proposed model hierarchy to analyze and calibrate 466

Biome-BGC at two evergreen-needle-forest (ENF) sites and two deciduous-broadleaf-467

forest (DBF) sites (Table 2): the Metolius (MT) intermediate-aged pine forest in Oregon, 468

the Niwot Ridge (NR) subalpine conifer forest in Colorado, the Morgan Monroe (MM) 469

deciduous forest in Indiana, and the Willow Creek (WC) deciduous forest in Wisconsin. 470

All these sites are part of the AmeriFlux and Fluxnet networks, where fluxes of water and 471

carbon have been systematically measured hourly (or half-hourly) since the late 1990s or 472

early 2000s (e.g., Schmid et al. 2000; Monson et al. 2002; Law et al. 2003; Cook et al. 473

2004).474

For all sites, flux-tower measurements (mainly ET and GPP) between 2000 and 475

2004 are averaged over 8-day intervals following the procedures in Yang et al. (2006). In 476

particular, we treat missing values as follows: (1) if more than 70% of data were missing 477

in an 8-day period, this period is marked as missing; (2) if a particular time of day was 478

missing in all 8 days, this period is marked as missing; (3) if neither condition 1 nor 2 479

were met, we fill missing values with the mean from the non-missing days (Falge et al. 480

2001).481

We collected values for site-specific parameters (Table A1) from multiple datasets. 482

Soil properties (i.e., texture and depth) are generated based on the State Soil Geographic 483

Database (STATSGO; Miller and White, 1998), processed by the same methods as in 484

White and Nemani (2004). Elevation is specified based on the HYDRO1K dataset485

(http://edc.usgs.gov/products/elevation/gtopo30/hydro/index.html). Maximum LAI is 486

determined from the MODIS (Moderate Resolution Imaging Spectroradiometer) dataset 487

(Myneni et al. 2002; Yang et al. 2006). At all sites, snow-free surface albedo is assumed 488

http://edc.usgs.gov/products/elevation/gtopo30/hydro/index.html
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to be 0.2 (Table A1). The total of nitrogen deposition and fixation is set to 0.5 (gN/m2/yr) 489

by default, which is re-calculated during the calibration (see below).490

Last, we compile daily meteorological data between 2000 and 2004 as described in 491

Ichii et al. (2007). Daily maximum and minimum temperature are generated from 492

observations at the Climate Prediction Center (CPC) and the National Weather Service 493

Cooperative Observer Program (COOP) climate stations (Jolly et al., 2005). Vapor 494

Pressure Deficit (VPD) is calculated based on daily minimum temperature (Campbell and 495

Norman, 1998). Precipitation is derived from the U.S. daily precipitation analysis of the496

Climate Prediction Center (http://www.cpc.ncep.noaa.gov/products/precip/realtime/497

retro.shtml). Radiation data are from the Surface Radiation Budget project (SRB, based 498

on Geostationary Operational Environmental Satellite data; Pinker et al., 2002).499

500

4. Results and Discussion501

502

4.1 First-tier model503

We demonstrate the calibration of Biome-BGC following the hierarchical scheme 504

described above. The first step is to specify the mean seasonal cycle of LAI in the first-505

tier model (Fig. 2). This is done based on the results of pre-calibration model experiments. 506

For the ENF sites, because there is little seasonal variability in the simulated vegetation 507

(not shown), LAI at MT and NR is simply assumed as constant (Fig. 2); for the DBF sites, 508

mean LAI cycles obtained from the pre-calibration simulations are used to specify LAI at 509

MM and WC (Fig. 2). For all four sites, the magnitudes of the prescribed LAI cycles are 510

scaled to those indicated by MODIS LAI (Fig. 2; Table A1). 511

http://www.cpc.ncep.noaa.gov/products/precip/realtime/�retro.shtml
http://www.cpc.ncep.noaa.gov/products/precip/realtime/�retro.shtml
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Fig. 2 indicates some discrepancies in the seasonal trajectories between the 512

prescribed (simulated) LAI and MODIS LAI. For instance, MODIS LAI shows 513

considerable seasonal variation at the two ENF sites, which are not simulated by the 514

model; at the two DNF sites, MODIS LAI reaches its peaks in spring and then stays 515

steady during the summer, while the simulated LAI keeps growing through the season 516

until senescence starts (although the growth rate is slowed down in summer) (Fig. 2).517

These discrepancies reflect limitations and simplifications of the current BGC model. 518

However, because the mechanisms involved in plant phenology and seasonal allocation 519

dynamics are still poorly understood (Waring and Running, 1998), these discrepancies 520

cannot be easily resolved. Therefore, in this study we make no further attempts to address 521

this problem, but assume the prescribed LAI cycles in Fig. 2 are the best results (in terms 522

of LAI simulation) we can get with the current model, and calibrate the model based on 523

this assumption.524

We use the standard Levenberg-Marquardt algorithm (Press et al. 1992) to calibrate525

the three selected parameters (i.e., gs,max, deff, and flnr) of the first-tier model. This 526

algorithm searches values for these parameters so that the model optimally (in the sense 527

of least squares of errors) simulates the observed ET and GPP. The calibrated parameters 528

(as well as their original values) are shown in Table 3. First of all, the calibration process 529

reduces the values of gs,max almost by half at all sites: while the default value of gs,max is 530

0.003 (m/s) for ENF and 0.005(m/s) for DBF, the calibrated gs,max is about 0.0015 (m/s) 531

at MT and NR, and is about 0.0025(m/s) at MM and WC (Table 3). Second, the 532

calibrated deff is significantly increased at MT (from 1.4m to 2.8m) and NR (from 1.0m to 533

1.4m), but decreased at WC (from ~1.5m to ~0.4m); at MM, deff is slightly decreased 534
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(from 0.9m to 0.8m; Table 3). Finally, the calibration process made little change to the 535

values of flnr at most of the sites – except at WC, where it is raised from 0.08 to 0.10 536

(Table 3).537

The results in Table 3 can be easily understood by comparing ET and GPP 538

simulated with original and calibrated parameters, respectively (Fig. 3). Take ET as an539

example. Before the calibration, the simulated ET (Fig. 3, black dashed lines) has higher 540

magnitudes than observations (Fig. 3, gray solid line) at all sites. At MT and NR, for 541

instance, the observed maximum ET is about 3 mm/day, while the simulated maximum 542

ET reaches 4-5 mm/day. Because these two sites have warm and dry summers, the higher 543

ET dries out soil rapidly in mid-summer, which in turn induces sudden collapse in the 544

simulated ET (Fig. 3a,b). Indeed, the depletion of soil moisture at MT and NR occurs 545

before the observed ET reaches its maximum (Fig. 3a, b), suggesting that the soil-water-546

storage capacity at these two sites may also be underestimated. At MM and WC, the 547

observed maximum ET is usually below 4 mm/day, while the simulated maximum ET 548

can reach above 6 mm/day (Fig. 3c,d). Yet, although the simulated ET is much higher 549

than observations, no apparent drawdown of soil moisture occurs at MM and WC (Fig. 550

3c,d), suggesting their soil-water-storage capacity may be overestimated. Fig. 3 also 551

shows that after calibration, ET and GPP simulated with the revised parameters are much 552

more realistic, matching observations in both magnitude and spread (Fig. 3, black solid 553

lines).554

After the calibration, annual ET and GPP can be estimated for these sites. In 555

particular, the estimated GPP is about 1.5~1.9 kgC/m2/year (Table 5), which will be 556

discussed in the following section.557
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558

4.2 Second- and Third-tier models559

The focus of the second- and the third-tier models is to derive the carbon and nitrogen 560

balance in the simulated ecosystem so that it can dynamically support a canopy as 561

prescribed in the first-tier model. Compared with the first-tier model, however, these two 562

model tiers are much less constrained by observational data. Therefore, we simply 563

applied the developed methodology to estimate the carbon/nitrogen stocks and fluxes in 564

the two model tiers. The results represented below are thus for demonstration of the 565

methodology rather than rigorous model calibration.566

The theoretical analysis of the second-tier model indicates that at system 567

equilibrium, carbon stored in other vegetation tissues are related to leaf carbon by simple 568

ratios that are determined by model parameters describing living-tissue turnover, whole-569

plant mortality, and carbon allometric allocation (Eq. 10). Table 4 lists the value of these 570

parameters for ENF and DBF (Table 4a), and the value of biomass ratios estimated based 571

on them (Table 4b). For both PFTs (plant functional types), the biomass ratios between 572

fine roots and leaves are 1, those between live stems and leaves are significantly below 1 573

(0.08 for ENF and 0.11 for DBF), and those between dead stems and leaves are far above 574

1 (38.8 for ENF and 64.7 for DBF) (Table 4b). Also, biomass of (live/dead) coarse roots 575

are proportional to the corresponding stems, with a ratio of about 0.3 for ENF and about 576

0.23 for DBF (Table 4b).577

Because the value of biomass ratios depend only on the model parameters listed in 578

Table 4a, they can be verified with model simulations even when the rest of the model is579

not fully calibrated. Fig. 4 shows time series of stem-to-leaf ratios simulated in model 580
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spinup runs for all sites (the other biomass ratios are constant as listed in Table 4b and 581

therefore not shown). The simulated biomass ratios generally have some oscillatory 582

variability at the beginning of the simulation (Fig. 4), which is mainly induced by the 583

spinup algorithms of Biome-BGC (these algorithms add additional nitrogen to the system 584

to speed up the growth of vegetation; Thornton and Rosenbloom, 2005). As the 585

simulation becomes steady (which often take more than one thousand climate years), 586

biomass ratios simulated for the same PFT (MT and NR for ENF, and MM and WC for 587

DBF, respectively) converge asymptotically towards the theoretically estimated values 588

(Fig. 4, Table 4). At the end of the simulation, the differences between the estimated and 589

the simulated stem-to-leaf ratios are generally less than one percent (1%) of their absolute 590

values. These results confirm that the theoretically estimated values of Table 4 (and the 591

associated formula of Eq. 10) represent good approximations to real biomass ratios.592

The biomass ratios in Table 4 provide a convenient way to estimate carbon stocks 593

in different vegetation compartments (Table A2), and carbon fluxes within the simulated 594

plants (Table 5). At MT, for example, annual GPP is estimated at about 1.9 (kgC/m2/year) 595

and MR is about 0.6 (kgC/m2/year); therefore, about 1.3 (kgC/m2/year) of carbon is 596

available for allocation (Cpot,alloc; Table 5). However, the actually allocated carbon 597

(Cact,alloc) is independently estimated to be about 0.56 (kgC/m2/year), approximately 43% 598

of Cpot,alloc (Table 5). The same Cact,alloc-to-Cpot,alloc ratio (~43%) is found at NR, and at 599

MM and WC, the corresponding ratios are about 62% (Table 5).600

Per Biome-BGC algorithms, inefficient carbon allocation indicates limited nitrogen 601

availability, which is more formally quantified by the state variable fpi (fraction of 602

potential immobilization; Eq. 13).  Based on the carbon budget of vegetation (Table 5) 603
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and the associated C:N ratios (Table A3), we estimate the corresponding nitrogen budget 604

and fpi for all sites (Table 6). At MT, for instance, the simulated vegetation would need 605

about 11.8 (gN/m2/yr) of nitrogen (Npot,alloc) in order to allocate all its available carbon; 606

however, the amount of nitrogen (Nact,alloc) it can actually get is about 5.1 (gN/m2/yr), of 607

which 1.5 (gN/m2/yr) is from retranslocation (Nretrans) and about 3.5 (gN/m2/yr) is uptake 608

from the soil (Nuptk) (Table 6). Therefore, fpi (estimated as the ratio between Nuptk and 609

Npot,alloc) is about 30% (Table 6). Similarly, fpi is estimated about 30% at NR, and about 610

42% at MM and WC (Table 6), all indicating limited nitrogen availability.611

Once fpi is known, we can estimate all the carbon/nitrogen stocks and fluxes in the 612

soil/litter pools. The estimated soil/litter carbon stocks are listed in Table A2. The 613

estimated nitrogen stocks, though not directly shown, can be easily inferred based on the 614

carbon stocks (Table A2) and the C:N ratios (Table A3). Here we focus on the estimated 615

nitrogen fluxes for the rest of the ecosystem (Table 6). As shown, annually mineralized 616

nitrogen is about 15~17 (gN/m2/yr) at NR and MT, and about 29 (gN/m2/yr) at MM and 617

WC; at the same time, the corresponding immobilized nitrogen is about 12~14 (gN/m2/yr) 618

at NR and MT, and about 19 (gN/m2/yr) at MM and WC (Table 6). Therefore, 619

immobilized nitrogen accounts for about 80% of total mineralization at MT and NR (i.e., 620

the ENF sites), and about 60% at IN and WC (i.e., the DBF sites). Most of the remaining 621

mineralized nitrogen is taken up by the plants (Table 6), and only a small proportion of 622

nitrogen is finally released from the system, mainly through volatilization (Nloss,vol) and 623

fire (Nloss,fire). As shown in Table 6, the annual loss of nitrogen is about 0.5 (gN/m2/yr) at 624

MT and NR, and about 0.4 (gN/m2/yr) at MM and WC. Because the loss of nitrogen must 625
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be compensated by the input of nitrogen in to the system, the overall rate of nitrogen 626

deposition and fixation (Ninput) at each site is thus determined (Table 6).627

The determination of Ninput represents the last step in analyzing the second- and the 628

third-tier model. With this information, as well as the parameters calibrated in the first-629

tier model, we then run the full BGC-Biome model to verify the calibrations and analyses 630

discussed above. Fig. 5 shows the simulated ET, GPP, and LAI, along with the 631

corresponding observations and the results of the first-tier model. As shown, the model-632

simulated LAI is highly consistent with that was prescribed in the first-tier model (Fig. 5). 633

For instance, the simulated mean LAI is 3.8 at MT, only about 0.2 (or 5%) lower than the 634

expected value; and at NR, the simulated mean LAI is 3.5, the same as the expectation 635

(Fig. 5a,b). The standard deviation of LAI at the two ENF is less than 0.1 (or 3% of its 636

mean value), which confirms the assumption of its stability (Fig. 5a,b). At the two DBF 637

sites, the simulated maximum LAI varies between 5.8 and 6.2, within ±5% of its 638

expected value; its seasonal trajectories also well match the prescribed mean LAI cycles 639

(Fig. 5c,d). The agreement between the simulated and the prescribed LAI also dictates the 640

agreement between the simulated ET and GPP fluxes and the corresponding results of the 641

first-tier model: indeed, the two sets of simulations are almost identical to each other at 642

all four sites (Fig. 5). 643

We also compare the simulated carbon stocks of every compartment of the 644

ecosystem with those previously estimated (i.e., the results of Table A2). Fig. 6 shows the 645

scatter plots of the carbon stocks at all sites, with the abscissa (x-) and ordinate (y-) 646

coordinates representing theoretical estimates and model simulations, respectively. The 647

comparison indicates good agreement between the two sets of results: for the two ENF 648
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sites, all the plotted points, ranging from 0.01 (kgC/m2, in living wood and fast-decaying 649

soil pools) to 16 (kgC/m2, in dead wood and slow-decaying soil pools), lie upon or 650

adjacent to the 1-to-1 line (Fig. 6, upper panels). In fact, the estimated carbon stocks 651

captures almost all (>99.95%) the variance of the simulations based on the r2 statistics of 652

the linear relationship. Almost the same good correspondence is also found for the DBF 653

sites, with the only outliers at the two fast-decaying litter/soil pools (litr1 and soil1), for 654

which the estimates (~0.01 kgC/m2) are lower than simulations (~0.02 kgC/m2) (Fig. 6, 655

bottom panels). Because these two carbon pools are small and are subject to relatively 656

high seasonal variability (not shown), estimation of the annual mean carbon stocks is 657

biased. However, this does not affect the estimation of the effluxes from them, which are 658

constrained by the carbon balance relationship and thus by the influxes from the upstream 659

carbon pools. Therefore, estimation errors of the two compartments do not propagate to 660

the estimates of other soil/litter pools (Fig. 6). 661

662

4.3 Discussions663

The above model experiments at the four AmeriFlux sites highlight several major 664

advantages of the proposed hierarchical analysis scheme. First, it notably eases665

difficulties associated with calibrating an ecosystem model as complicated as Biome-666

BGC. For instance, by prescribing LAI in the first-tier model, the simulation of daily ET 667

and GPP can be effectively calibrated by adjusting parameters of maximum stomatal 668

conductance, soil effective depth, and fraction of leaf nitrogen in Rubisco.669

The analysis of the remaining carbon/nitrogen cycling is also much simplified. In670

particular, the steady-state of the second- and the third-tier models can be easily 671
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estimated following the derived procedures. For instance, on an annual basis, the biomass 672

of other vegetation components is related to leaf carbon by simple ratios that are totally 673

determined by model parameters. These ratios, along with other derived relationships, 674

provide an efficient way to estimate carbon/nitrogen stocks and fluxes in the simulated 675

ecosystem. Note that this is done without running the model for thousands of climate 676

years to reach its steady state. Therefore, these relationships may provide an alternative 677

method, in additional to those discussed in Thornton and Rosenbloom (2005), to solve 678

the problem of model spinup. They can also be utilized to verify model parameterization 679

when good observational data are available.680

However, the analysis of the second- and the third-tier model in this study is solely 681

based on the equilibrium assumption. The derived relationships or the associated results 682

are thus restricted to steady-state ecosystems. For non-steady ecosystems, such as young 683

forests or forests that have undergone recent disturbances, this equilibrium analysis 684

approach alone is insufficient, and the dynamic characteristics of the model around the685

equilibrium must be taken into account (Thornton et al. 2002). Dynamical analysis of 686

ecosystem models can also be conducted under the proposed hierarchical model scheme, 687

which we expect to address in future studies. 688

689

5. Conclusions690

This study develops a hierarchical scheme to analyze and calibrate the terrestrial 691

ecosystem model Biome-BGC. Under this scheme, Biome-BGC is divided into three 692

functionally cascaded tiers. The first-tier model focuses on ecophysiological processes at 693

the leaf level. It allows LAI in the model to be specified based on a priori information 694
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(usually observations), and simulates observed evapotranspiration and photosynthesis 695

with the prescribed LAI. The restriction on prescribed LAI is then lifted in the following 696

two tiers, which analyze how carbon and nitrogen is cycled in the simulated ecosystem to 697

dynamically support the prescribed canopy. In particular, the second-tier model considers 698

the cycling of carbon at the whole-plant level. Based on the principle of carbon balance, 699

it estimates biomass storage in all vegetation components and their demands for annual 700

carbon allocation directly from the prescribed (and thus observed) LAI and the allometric 701

allocation relationships described in Biome-BGC. By comparing carbon that is 702

potentially available for allocation with carbon that is actually allocated, this tier of the 703

model also evaluates how vegetation carbon allocation is limited by soil nitrogen 704

availability. The third-tier model extends the methodology of the second tier to analyze 705

carbon/nitrogen stocks and fluxes in all litter/soil pools. It calculates nitrogen fluxes of 706

mineralization and immobilization resulting from the decomposition of soil organic 707

matter and litter biomass. It also estimates nitrogen fluxes that are escaped from the 708

ecosystem during these processes, and finally, determines how much nitrogen must be 709

input annually to meet the total nitrogen balance of the simulated ecosystem.710

This model hierarchy is examined with model experiments at four AmeriFlux sites. 711

The results indicate that this approach simplifies the calibration of Biome-BGC, and also 712

helps to diagnose the internal status of the model, which is difficult by conventional 713

calibration algorithms. In addition, the results indicate good agreement between 714

carbon/nitrogen stocks estimated by the derived methods and those by model simulations, 715

suggesting they may find applications in solving the problem of model spin-up, 716

especially for applications over large regions. However, because these methods are 717
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derived based on the assumption of equilibrium, they cannot directly be applied to 718

analyze non-steady ecosystems. Future efforts are needed to analyze the dynamic 719

characteristics of the model under the proposed hierarchical scheme.720

Finally, although this paper mainly focuses on analyzing Biome-BGC, the general 721

concept and methodology developed in this study may help analyze other similar 722

ecosystem models as well.723
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Appendix:  Supplemental Tables733

Table A1. Additional site-specific parameters used in the analysis734

735

Table A2. Estimated carbon stocks in ecosystem compartments (Unit: kgC/m2) 736
737

Table A3. C:N ratios of ecosystem compartments738
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Figure Legends863

864

Fig. 1.  Schematic diagrams of the proposed hierarchy of Biome-BGC. The three tiers 865

respectively describe (a) photosysnthesis (PSN) and evapotranspiration (ET) at leaf level; 866

(b) carbon and nitrogen cycles at whole-plant level, and (c) carbon and nitrogen cycles in 867

soil and litter pools. Symbols and abbreviations are explained in Table 1. 868

869

Fig. 2. Mean LAI cycles prescribed in the first-tier model (dark lines). The gray lines 870

indicate mean MODIS LAI cycles.871

872

Fig. 3. ET and GPP simulated by the first-tier model with original parameters (dotted 873

black lines; “ORI”) and calibrated parameters (solid black lines; “CAL”). The gray lines 874

(“OBS”) show the corresponding tower measurements.875

876

Fig. 4. Evolutions of biomass ratios in model “spin-up” simulations for (a) Evergreen 877

Needle Forest and (b) Deciduous Broadleaf Forest. The two panels (from top to bottom) 878

show biomass ratios between: (1) live stems and leaves; (2) dead stems and leaves, 879

respectively.880

881

Fig. 5.  ET, GPP, and LAI simulated by the calibrated Biome-BGC model (solid black 882

lines; “BGC”). Also shown are the corresponding results of the first-tier model (dotted 883

black lines; “BGC-T1”) and the tower measurements (solid gray lines; “OBS”).884

885
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Fig. 6.  Comparison between carbon stocks estimated by the hierarchical analysis (of the 886

second- and the third-tier models) and simulated by the calibrated Biome-BGC model.887
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Tables888
889

Table 1. List of frequently used abbreviations (a), and symbols for state variables (b) and 890
ecosystem compartments (c).891

892
893

(a) General abbreviations894

Abbreviation Description
PSN Photosynthesis
GPP Gross Primary Production
NPP Net Primary Production
NEE Net Ecosystem Exchange

MR Maintenance Respiration
GR Growth Respiration
AR Autotrophic Respiration
HR Heterotrophic Respiration

PFT Plant Functional Type
ENF Evergreen Needle-leaf Forest
DBF Deciduous Broadleaf Forest

LAI Leaf Area Index
SLA Specific Leaf Area

895
896

(b) State Variables897

Symbol Units Description
αlf 1/yr annual leaf and fine root turnover fraction
αwd 1/yr annual live wood turnover fraction
βage 1/yr annual whole-plant mortality fraction
βfire 1/yr annual fire mortality fraction
γ1 (0~1) allocation ratio – new fine root C : new leaf C
γ2 (0~1) allocation ratio – new stem C : new leaf C
γ3 (0~1) allocation ratio – new live wood C : new total wood C
γ4 (0~1) allocation ratio – new coarse root C : new stem C
deff m effective soil depth
flnr (0~1) fraction of leaf nitrogen in Rubisco
fpi (0~1) fraction of actual immobilization (of soil mineral 

nitrogen) to potential immobilization
gs,max ms-1 maximum stomatal conductance
Cx kgC/m2

kgC/m2/s
carbon stock or carbon flux specified by the subscript

Nx gC/m2

gC/m2/s
nitrogen stock or nitrogen flux specified by the subscript

C:Nx ratio carbon-nitrogen mass ratio
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(c) Ecosystem Compartments898

899

Symbol Ecosystem Compartment
lf leaf
fr fine root
lst live stem
dst dead stem
lcr live coarse root
dcr dead coarse root
cwd coarse woody debris
litr1 litter – labile proportion 
litr2 litter – unshielded cellulose proportion
litr3 litter – shielded cellulose proportion
litr4 litter – lignin proportion
soil1 soil – Fast microbial recycling proportion
soil2 soil – Medium microbial recycling proportion
soil3 soil – Slow microbial recycling proportion
soil4 soil – Recalcitrant (slowest) proportion
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Table 2. Site Descriptions900
901

Site (symbol) Location Veg. type* Period References
Metolius-intermediate 
aged forest, OR (MT)

44.45, -121.56 ENF 2002-2004 Law et al. (2003)

Nitwot Ridge, CO (NR) 40.03, -105.55 ENF 2000-2004 Monson et al. (2002)
Morgan Monroe state 
forest, IN (MM)

39.32, -86.41 DBF 2000-2004 Schmid et al. (2000)

Willow Creek, WI (WC) 45.91, -90.08 DBF 2000-2004 Cook et al. (2004)
902

* ENF, evergreen needleleaf forest; DBF, deciduous broadleaf forest.903
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Table 3. Site-specific parameters calibrated in the first-tier model.904
905

MT NR MM WC
gs,max (100) 0.16 (0.30) 0.14 (0.30) 0.27 (0.50) 0.25 (0.50)
deff 2.81 (1.44) 1.43 (1.04) 0.83 (0.93) 0.40 (1.52)
flnr 0.06 0.06 0.08 0.10 (0.08)

906
Bracketed numbers indicate original values of the corresponding parameters (if they are 907
changed by the calibration process).908
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Table 4. (a) Parameters of vegetation turnover, mortality, and allocation, and estimated (b) 909
biomass ratios between different vegetation compartments910

911
(a) Parameters of vegetation turnover, mortality, and allocation912

ENF (MT, NR) DBF (MM, WC)
αlf 0.25 1.0
αwd 0.70 0.70
βage 0.005 0.01
βfire 0.01 0.0025
γ1 1 1
γ2 2.2 0.8
γ3 0.1 0.1
γ4 0.3 0.23

913
(b) Biomass ratios between different vegetation compartments914

ENF (MT, NR) DBF (MM, WC)
Cfr : Clf 1 1
Clst : Clf 0.08 0.11
Cdst : Clf 38.8 64.7
Clcr : Clst 0.3 0.23
Cdcr : Cdst 0.3 0.23



48 / 61

Table 5. Carbon fluxes (units: kgC/m2/year) estimated in the second-tier model 915
916

MT NR MM WC
GPP 1.91 1.51 1.81 1.56
MR 0.60 0.37 0.54 0.30
Cpot,alloc 1.31 1.14 1.26 1.26
Cact,alloc 0.56 0.49 0.78 0.79
Cact,alloc /Cpot,alloc 0.43 0.43 0.62 0.63
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Table 6. Nitrogen fluxes (units: gN/m2/year) and fpi estimated in the third-tier model. 917
918

MT NR MM WC
Npot,alloc 11.8 10.3 22.6 22.6
Nact,alloc 5.1 4.4 14 14
Nretrans 1.5 1.4 4.6 4.6
Nuptk 3.5 3.1 9.6 9.6
fpi 30% 30% 42% 42%

Nmin 17.2 14.6 28.7 28.6
Nimmob 14.1 11.9 19.2 19.1
Nloss,vol 0.17 0.15 0.29 0.29
Nloss,fire 0.37 0.37 0.10 0.10

Ninput 0.54 0.52 0.39 0.39
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Table A1. Additional site-specific parameters used in the analysis919
920

MT NR MM WC
Elevation 915 3105 261 479
Latitude 44.45 40.03 39.32 45.91
Sand (%) 61 59 27 33
Clay (%) 29 31 58 33
Silt (%) 10 10 15 34
Albedo (snow-free) 0.2 0.2 0.2 0.2
Maximum LAI* 4.0 3.5 6 6

921
* LAI is not a standard Biome-BGC parameter. Values shown here are based on MODIS 922
measurements.923
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Table A2. Estimated carbon stocks in ecosystem compartments (Unit: kgC/m2) 924
925

MT NR MM WC
lf 0.33 0.29 0.20 0.20
fr 0.33 0.29 0.20 0.20
lst 0.03 0.02 0.02 0.02
dst 12.9 11.3 12.9 12.9
lcr 0.008 0.007 0.005 0.005
dcr 3.88 3.39 2.98 2.98

cwd 4.30 5.32 1.36 2.56

litr1 0.01 0.01 0.005 0.01
litr2 0.36 0.45 0.11 0.20
litr3 0.18 0.22 0.05 0.10
litr4 0.67 0.82 0.22 0.41

soil1 0.01 0.01 0.01 0.02
soil2 0.19 0.23 0.11 0.20
soil3 1.91 2.34 1.05 1.97
soil4 12.01 14.75 6.60 12.42
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Table A3. C:N ratios of ecosystem compartments*926
927

ENF (MT, NR) DBF (MM, WC)
C:Nlf 42 24
C:Nlf,dead 93 49
C:Nfr 42 42
C:Nlst, C:Nlcr 50 50
C:Ndst, C:Ndcr 729 442

C:Ncwd 721 437
C:Nlitr1 59 46
C:Nlitr2 153 75
C:Nlitr3 56 42
C:Nlitr4 114 65

C:Nsoil1 12 12
C:Nsoil2 12 12
C:Nsoil3 10 10
C:Nsoil4 10 10

928
* C:N ratios of vegetation and soil pools are prescribed model parameters, while C:N 929
ratios of litter and CWD pools are not prescribed but estimated using algorithms 930
discussed in the text.931
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Figures932
933

934
935

(a) Tier 1936
937
938

939
940

(b) Tier 2941
942
943

Fig. 1.  Schematic diagrams of the proposed hierarchy of Biome-BGC. The three tiers 944
respectively describe (a) photosysnthesis (PSN) and evapotranspiration (ET) at leaf level; 945
(b) carbon and nitrogen cycles at whole-plant level, and (c) carbon and nitrogen cycles in 946
soil and litter pools. Symbols and abbreviations are explained in Table 1. 947
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948
(c) Tier 3949

950
951

Fig. 1.  (continued.)952
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953
954
955

Fig. 2. Mean LAI cycles prescribed in the first-tier model (dark lines). The gray lines 956
indicate mean MODIS LAI cycles.957
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958

959
(a) MT960

961

962
(b) NR963

964
Fig. 3. ET and GPP simulated by the first-tier model with original parameters (dotted 965
black lines; “ORI”) and calibrated parameters (solid black lines; “CAL”). The gray lines 966
(“OBS”) show the corresponding tower measurements.967
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968

969
(c) MM970

971

972
(d) WC973

974
Fig. 3. (Continued).975
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976

977
(a) ENF978

979

980
(b) DBF981

982
Fig. 4. Evolutions of biomass ratios in model “spin-up” simulations for (a) Evergreen 983
Needle Forest and (b) Deciduous Broadleaf Forest. The two panels (from top to bottom) 984
show biomass ratios between: (1) live stems and leaves; (2) dead stems and leaves, 985
respectively.986
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987

988

989
990

Fig. 5.  ET, GPP, and LAI simulated by the calibrated Biome-BGC model (solid black 991
lines; “BGC”). Also shown are the corresponding results of the first-tier model (dotted 992
black lines; “BGC-T1”) and the tower measurements (solid gray lines; “OBS”).993
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994

995

996
997

Fig. 5. (Continued).998
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999
1000

Fig. 6.  Comparison between carbon stocks estimated by the hierarchical analysis (of the 1001
second- and the third-tier models) and simulated by the calibrated Biome-BGC model.1002


